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Global view of inner magnetosphere composition during storm time
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[1] Plasma dynamics in the inner magnetosphere are greatly affected by variations in the
ion composition. The ratio of hydrogen to oxygen has been shown to be highly dependent
on geomagnetic activity. To investigate this dependence, we examine the timing of the
injection and subsequent evolution of O" in the ring current during the storm of 6 August
2011 as observed by Two Wide-angle Imaging Neutral-atom Spectrometers (TWINS)
instruments. To help interpret magnetospheric evolution using the global O Energetic
Neutral Atom (ENA) emission measured by TWINS, we have employed a multidomain
modeling of the global magnetosphere using the Space Weather Modeling Framework.
TWINS Energetic Neutral Atom (ENA) imagers have the capability to distinguish
between H and O emission and thus the major ion constituents of the ring current. Global
composition measurements from TWINS spacecraft show intensifications of the oxygen
ENA emission and thus an increase in the transport of ionospheric oxygen into the ring
current that occur during the main phase of the storm. Both the observations and the
simulation suggests that the peak in O ENA emission is correlated with the substorm
injections that occurred during this time. The model also shows a very dynamic
magnetosphere that allows for loss of oxygen from the Earth-magnetosphere system
through plasmoids capable of transporting oxygen down the tail throughout the magnetic
storm. This can possibly be a predominant pathway for loss of oxygen from the

magnetosphere.
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during storm time, J. Geophys. Res. Space Physics, 118, 7074-7084, doi:10.1002/2012JA018468.

1. Introduction

[2] The ionosphere and solar wind serve as the plasma
boundaries of the magnetosphere and thus its source of both
mass and energy. It is well-accepted that the ionospheric
plasma is the main source of the plasmasphere [e.g., Shelley
et al., 1972, 1974; Cladis and Francis, 1985; Cladis, 1988;
Horwitz et al., 1990]. However, the ionospheric contribu-
tion to the plasma sheet and ring current, and in particular
the physical mechanisms that control its entry and evolu-
tion, is still unknown. While the provenance of H" in the
magnetosphere is usually ambiguous because it is the major
component of both the solar wind and ionosphere, O is pre-
dominantly of ionospheric origin and can be used to trace
the transport and fate of ionospheric plasma in the magneto-
sphere. For example, several studies [see Denton et al., 2005,
and references therein] identify OF, and thus ionospheric
plasma, in the plasma sheet.
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[3] The plasma sheet is the source of high-energy plasma
injected into the inner magnetosphere by strong magneto-
spheric convection during magnetic substorms and storms,
considered to be one of the main mechanism responsible for
the ring current enhancement during times of high geomag-
netic activity. Plasma sheet density has a direct influence on
the strength of the ring current [e.g., Thomsen et al., 1998,
Kozyra et al., 1998] and is highly dependent on solar cycle
[Denton et al., 2005]. Ion composition in the magnetosphere
is found to be dependent on the solar cycle as well [Young
etal., 1982].

[4] For many years, the solar wind has been believed to
be a significant and effective source for the magnetospheric
plasma. However, the entry mechanisms as well as the trans-
port and acceleration processes acting on solar wind particles
are still not well understood.

[s] On the other hand, Chappell et al. [1987], based on
ionospheric outflow observations, hinted that the ionosphere
alone is able to supply all magnetospheric plasma under
any geomagnetic condition. The potential of the ionosphere
to act as a source of magnetospheric plasma is the same
as that of the solar wind and is limited as well to several
transport and acceleration processes. Although there is
controversy whether the dayside cleft or the auroral region
are the dominant contributors to the ionospheric outflow,
both are significant O" ion sources [Yeh and Foster, 1990;
Horwitz et al., 1992; Lu et al., 1992; Wing Ho et al., 1994].
It has been suggested that different magnetospheric condi-
tions are regulated by different ionospheric outflow regions
[Daglis and Axford, 1996]. Nevertheless, ion outflow is
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a comparatively low energy process, and the acceleration
mechanisms that control energization of ionospheric ions
from few eV to keV range are still not understood.

[6] The composition of the ring current depends strongly
on magnetic and solar activity. The detailed composition of
the ring current was first reported during the Active Magne-
tospheric Particle Tracer Explorers mission in the late 1980s
during solar minimum [Gloeckler et al., 1985], and it was
inferred that protons are the dominant ion species in the quiet
time ring current, with the contribution of ions heavier than
protons being essentially negligible.

[7]1 Hamilton et al. [1988] studied the ring current compo-
sition during an intense magnetic storm. They found that O*
is the dominant ion, in terms of energy density, throughout
the main phase of that particular storm and suggested that
ionospheric ions can contribute up to 80% to the ring current
energy density at the peak of the storm. Compositional infor-
mation for the bulk of the ring current ions for the energy
range between a few tens of keV to a few hundred keV was
also made available from the Combined Release and Radia-
tion Effects Satellite (CRRES) mission (1990-1991). Based
on these observations, it was inferred [Daglis, 1997] that
the O* content increases with increasing geomagnetic activ-
ity, i.e., larger storms display a larger O* contribution to the
ring current population. However, based on CRRES obser-
vations, a saturation value for the energy density of O" has
been suggested [Fu et al., 2001].

[8] Delcourt and Sauvaud [1991] suggests that it is
the ionospheric outflow that contributes significantly to
the trapped energetic populations in the near-Earth region.
GEOTAIL observations confirm the presence of oxygen
even in the distant magnetotail, during flow reversal events
[Christon et al., 1994]. Increased oxygen to hydrogen ratio
in the distant magnetotail suggest that the observed oxygen
ions are more efficiently accelerated than hydrogen ions dur-
ing energetic ion enhancement events [ Wilken et al., 1995].
Moreover, using ENA imaging of O emission, during storm
time substorm onsets, the oxygen abundance was shown to
enhance in bursts [Mitchell et al., 2003].

[o] Variations in the magnetospheric composition can
have profound influence on plasma structures, including
modification of temperature and the magnetic field con-
figuration. As a result, it modifies the convection patterns
inside the magnetosphere. Recent modeling efforts have
further shown the importance of including oxygen in mod-
eling the dynamics of magnetic storms. When included
in global MHD simulations, ionospheric outflow drives a
strong decrease in the Dst index as well as in the cross
polar cap potential [Glocer et al., 2009b], as compared to
simulations that do not account for polar wind outflow into
the magnetosphere. Moreover, the overall comparison of
modeled magnetic field with in situ data shows significant
improvement in the data-model comparison. Including out-
flow effects changes the overall composition into the inner
magnetosphere leading to changes in the ring current energy
density [Welling et al., 2011].

[10] A global view of the magnetospheric composition
was previously possible only from the numerical simula-
tion perspective. We present here for the first time a global
view of the magnetospheric composition during 5 August
2011 magnetic storm from both numerical and TWINS
perspective.

[11] This study uses simulations with the Space Weather
Modeling Framework (SWMF) together with first composi-
tion measurements from TWINS imagers to investigate the
global dynamics of oxygen and hydrogen ions throughout
the storm time magnetosphere. We employ self-consistent
simulations of the global magnetosphere with the multifluid
MHD version of Block Adaptive Tree Solar-wind-type Roe
Upwind Scheme (BATS-R-US) coupled with models for
the ring current, ionospheric electrodynamics, and physics
based ionospheric outflow. The model setup is described in
section 2. The methodology used to extract the composi-
tion information from TWINS measurements is described in
section 3. This first direct comparison of the model-derived
oxygen and hydrogen ENA fluxes with mass-separated ENA
images from TWINS is described in section 4. Section 5
shows the GEOTAIL comparison with the SWMF magnetic
field results while section 6 presents a summary of the main
findings of this study.

2. The Model

[12] In order to gain a better understanding of the physical
processes that control the transport and loss of oxygen ions
in the inner magnetosphere, complementary to the TWINS
observations, numerical simulations with Space Weather
Modeling Framework (SWMF) are employed. The simula-
tion presented here involves five modules within the SWMF
that are used to simulate the global magnetosphere (GM), the
ionosphere electrodynamics (IE), the inner magnetosphere
(IM), the polar wind (PW) outflow, and the thermosphere
and ionosphere (TT).

[13] The Space Weather Modeling Framework is a
robust, high-performance, and heavily tested numerical tool
which integrates numerical models from numerous physics
domains and can be customized to self-consistently simulate
physical processes and coupled domains from the solar sur-
face to the upper atmosphere of the Earth [Toth et al., 2005,
2007, 2012a]. Each domain can be represented with alter-
native physics models, and the coupling of these modules
makes the SWMF a unique and powerful tool in simulating
the dynamic evolution and interactive physical dependencies
within and between coupled systems of the space environ-
ment. SWMEF has been extensively used for scientific studies
of geospace by many authors, e.g., Toth et al. [2005, 2007],
Zhang et al. [2007], Yu and Ridley [2009], and llie et al.
[2010a, 2010b].

[14] The GM component is based on the Block Adaptive
Tree Solar-wind-type Roe Upwind Scheme (BATS-R-US)
global magnetohydrodynamic (MHD) model [Powell et al.,
1999; Toth et al., 2006] and describes the magnetic field and
plasma properties in the outer magnetosphere, encompassing
the bow shock, the magnetopause, and the magnetotail of the
planet. The GM component is driven by solar wind observa-
tions from the ACE satellite orbiting at the Lagrange 1 point
around the Sun-Earth line. The version of the BATS-R-US
model used for this study solves the multifluid magneto-
hydrodynamic equations [Glocer et al., 2009¢; Toth et al.,
2012b], everywhere outside an inner boundary near Earth,
taken here at 2.5 Rg. The multifluid MHD version of BATS-
R-US will enable us to follow each species within the
simulation domain as a separate fluid and assess the relative
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Figure 1. Coupling schematic of the module coupling within SWMF.

contribution of hydrogen and oxygen to the formation and
decay of the ring current.

[15] The GM component couples to all the other modules.
In the regions close to the Earth, where the grid overlaps
with that of the Inner Magnetosphere component, the MHD
results are self-consistently driven toward the IM results [De
Zeeuw et al., 2004; Glocer et al., 2009a], while the flux
tube volume and ionospheric footprints are passed through
couplers to the IM component. The Rice Convection Model
(RCM) [Harel et al., 1981; De Zeeuw et al., 2004] is the
IM model used for this study. It represents the plasma pop-
ulation in terms of multiple isotropic fluids and calculates
the dynamic behavior of the inner-magnetospheric particles
in a region of the magnetic equatorial plane that extends
from just inside the dayside magnetopause to the nightside
inner plasma sheet. When coupled with BATS-R-US, the
outer boundary is dynamic, following the boundary of the
last closed field lines.

[16] Transfer of information from GM to IM is expe-
dited by efficient ray-tracing algorithms in BATS-R-US, as
described by De Zeeuw et al. [2004]. The GM domain pro-
vides the open/closed field line boundary and passes it to the
IM module on each coupling to update the spatial boundary
on a continuous basis. In turn, the IM computes the den-
sity and pressure along those closed field lines and feeds this
information to GM in order to correct these values.

[17] The ionospheric electrodynamics (IE) component is
based on an ionospheric model that combines an electric
potential solver with a model of the electron precipitation
[Ridley and Liemohn, 2002; Ridley et al., 2004]. The field-
aligned current strength and position are passed to the IE
component from the GM component, which in turn returns
the electric potential at the GM boundary. This value is con-
verted to velocity at the inner boundary. IE also provides the
electric potential to the IM component.

[18] The Polar Wind Outflow Model (PWOM) [Glocer
etal.,2007,2009b, 2012] simulates the ionospheric outflow
by calculating the vertical transport of O, He*, and H" ions
and electrons by solving the gyrotropic transport equations
[Gombosi and Nagy, 1989] along a magnetic field line.
The domain covers the gap region, a region of space that
spans from the ionosphere (~ 1000 km) to the inner bound-
ary of the global magnetospheric (GM) model (2.5 Rp).
The resulting outflow flux from PWOM is used to set the
inner boundary mass and radial velocity of the MHD model
[Glocer et al., 2009b]. Neutral densities, used to calculate
losses and sources of different atomic and molecular species,
are obtained from the Mass Spectrometer Incoherent Scatter
empirical model [Hedin, 1987, 1992] (TI) component. An
illustration of the SWMF modules and their coupling is pre-
sented in Figure 1. This is the first time we are caring out a
numerical experiment in this setup.
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Figure 2. Example for composition fitting procedure,
normalized pulse height distribution of stop counts. The red
line shows the H basis function from calibration data, the
green line shows the O basis function from calibration data,
the stars show the TWINS observation that contains both H
and O ENA while the black line shows the linear fit as a
combination of the red and green line as described by
equation (1).

3. Extracting Composition Information From
TWINS ENA

[19] The general state of the magnetosphere at any given
time is highly complex and unknown; therefore, global
imaging is crucial for a global view of the magnetospheric
structure and dynamics. The TWINS mission [McComas
et al., 2009] is a NASA Explorer Mission-of-Opportunity
that includes two identical cross-calibrated Energetic
Neutral Atom (ENA) imagers flown aboard two separate
spacecraft in Molniya orbits (inclination of 63°, orbital
period of 12 h, and apogee ~7.2 Rg) to image the inner
magnetosphere. TWINS is the first mission to stereoscopi-
cally image ENA emission from the Earth’s magnetosphere.
The TWINS ENA sensors image neutral atoms at very
high angular resolution (~ 1°) with AE/E < 1.0 for H
atoms. Full images are taken typically every 72 s over an
energy range from <1 keV/amu up to ~100 keV/amu. See
McComas et al. [2012, Appendix A] for a full description of
how the ENAs are processed to generate images.

[20] Both H" and O in the magnetosphere charge
exchange efficiently with the exosphere and upper atmo-
spheric neutrals producing H and O ENAs.

[21] An important component of the TWINS science
objective is to better understand the differences in the
dynamics and transport of H" and O*. Mass separation
of the ENA species is achieved through statistical anal-
ysis of pulse height information. TWINS utilizes foil-
based time-of-flight, in which a start pulse is generated
by secondary electron emission from the back surface
of an ultra thin foil and a stop pulse is registered by
detection of the ENA. This measurement, coupled with
position-sensing of the detected locations of both the start
and stop pulses, provides measurement of ENA velocity
(speed and direction).

[22] The ENA-induced secondary electron yield from
the exit surface of the foil is primarily dependent on ion
atomic number and secondarily on ion speed [Ritzau and
Baragiola, 1998], with O" producing, on average, substan-
tially more secondary electrons than H* at the same speed
and therefore generating, on average, a significantly higher
pulse magnitude in the TWINS detector. However, the num-
ber of secondary electrons produced from a single ENA
follows a Poisson distribution [Gruntman et al., 1990] that,
when combined with the probability that each of the elec-
trons contributes to the measured pulse, is sufficiently wide
that individual ENAs cannot be uniquely identified as H"
or O". Therefore, species identification requires statistical
analysis of the pulse height distribution of an ensemble of
detected ENAs.

[23] The start pulse height distributions PHy and PHg
for incident H and O ENAs, respectively, were obtained
as a function of incident energy during TWINS calibra-
tion. The start pulse height distribution PH of TWINS ENA
observations collected over a period of time is therefore
a linear combination of the pristine H and O pulse height
distributions according to

PH =« - PHy + (1 — ) - PHo (1)

where « is the derived fraction of H ENA events and 1-o
is the derived fraction of detected O events. Importantly, o
is not the relative fraction of incident H ENA flux because
equation (1) applies only to detected counts and the detection
probabilities of H and O are different; the relative detection
probabilities, derived during TWINS calibration, are then
applied to « to derive the relative H and O abundances as
well as H and O ENA fluxes.

[24] To illustrate our method, Figure 2 shows an example
of the linear fit for a specific pixel in one image. Red and
green lines show the H and O basis functions as obtained
from calibration while the stars show the TWINS data. Error
bars are shown for the observations. The blue line represents
the linear fit between the red and green line, and for this
particular case, the « parameter was found to be 52 (with a
reduced y? of 0.15), which corresponds to 52% hydrogen.
It is worth mentioning that our methodology assumes that
there are only two species, hydrogen and oxygen, that popu-
late the inner magnetosphere. This, however, is a reasonable
assumption since other candidates, like helium, have been
found in lower abundances, based on the charge exchange
cross section of He™ ions on geocoronal hydrogen [Phaneuf
et al., 1987]. For more details on the methodology, see Valek
etal. [2013].
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Figure 3. (a) Interplanetary magnetic field components (B, = green line, B, = blue line, and B, = black
line). (b) Solar wind density (blue line) and the earthward component of the solar wind velocity (black
line). (c) Cross polar cap potential from Thule (black line) and the synthetic Cross Polar Cap Potential
(CPCP) (red line). (d) Evolutionary tracks of the Ds¢* (black line), Sym-H (blue line), and AE (green line)
indices. (e) Maximum value of the 16 keV H ENA flux as observed by TWINS (black line) and derived
from the SWMF simulation (red line). (f) Maximum value of the 16 keV O ENA flux as observed by
TWINS (black line) and derived from the SWMF simulation (red line).

4. Results

4.1. The 5 August 2011 Event

[25] The 5-6 August 2011 event was one of the larger
Coronal Mass Ejection (CME)-driven storms that occurred
at the end of the prolonged solar minimum leading into
solar cycle 24 and was selected based on the availability of
TWINS composition data. During this storm, the pressure-
corrected Dst* index went down to —113 nT while the
SYM-H index reached a minimum of —126 nT.

[26] Figure 3a presents the interplanetary magnetic field
components (B, = green line, B, = blue line, and B, = black
line) as measured by the ACE spacecraft during this time,
followed by the solar wind density (blue line) and the earth-
ward component v, of the solar wind velocity (black line) in
Figure 3b.

[27] At 17:20 UT the solar wind density suddenly doubles
relative to its value during quiet time period and continues
to increase during the initial phase of the storm, reaching
a maximum of 47 cm™, only to drop sharply to ~ 8 cm™
at 20:00 UT. This time marks the beginning of the storm
main phase, when the interplanetary magnetic field (IMF) B,
turns southward and remains negative for the next 2 h. The
solar wind speed v, starts to increase at the same time as the

sudden density increase and remains elevated for the whole
storm time interval.

[28] The cross polar cap index (PCI) from Thule magne-
tometer is presented as the black line in Figure 3¢ while the
modeled Cross Polar Cap Potential (CPCP) is shown in red.
Thule PCI has been shown to be highly correlated with the
cross polar cap potential [Lukianova et al., 2002; Fiori et al.,
2009] and for this event is the only observationally based
proxy for the ionospheric convection that was available.

[29] We note the peak in the cross polar cap potential
index at the time the IMF B, turns southward. This index
decreases for the next hour and then ramps up during the
period of negative B,, reaching its second peak at about
22:20 on 5 August. Its simulated counterpart roughly fol-
lows the behavior of the CPCP index; however, we note a
time lag between the two quantities on the order of minutes.

4.2. TWINS and SWMF

[30] Figure 3d presents the pressure-corrected Dst* (black
line) and Sym-H index (blue line) during this storm inter-
val. Similar to the Ds¢* index, the Sym-H geomagnetic index
is also an indicator of geomagnetic activity, but it has the
advantage that it has 1 min temporal resolution, compared
to 1 h for Dst*. The Dst* and Sym-H indices are not only
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Figure 4. (a) TWINS 16 keV H ENA fluxes extracted at 5 times during the storm time. (b) Synthetic
TWINS 16 keV H ENA fluxes extracted at 5 times during the storm time. (c) TWINS 16 keV O ENA
fluxes extracted at 5 times during the storm time. (d) Synthetic TWINS 16 keV O ENA fluxes extracted
at 5 times during the storm time. (Figures 4a—4d) The scale is logarithmic and the same for observed and
simulated fluxes.

different in time resolution but also in the number and
location of magnetometer stations used and the methods
employed to calculate and convolve station data into a final
index. These systematic differences contribute to the differ-
ences between the two observed indices. The red line shows
the synthetic Dst index which was calculated by solving
the Biot-Savart integral for all the electric currents encom-
passed by the BATS-R-US simulation domain from the inner
boundary outward, and taking the magnetic field disturbance
along the z axis. We note that the simulated disturbance
index closely follows the observed one throughout the main
phase of the storm but it does not reach as low values as
the observed Dst*. Even though both Sym-H and the simu-
lated counterpart function as proxies for the strength of the
geomagnetic disturbance, the methodology to obtain them
differ significantly (please note that at times Dst and Sym-H
can differ by as much as 90 nT). However, the correlation
coefficient between the simulated Sym-H and the observed
one is of 0.86 while the correlation coefficient between
the two observationally based indices, Dst* and Sym-H, is
0.91. This implies that the model and its underlying physics

represents the storm evolution reasonably well for the dura-
tion of the storm.

[31] Inthe same panel we also present the AE index (green
line), which is an indicator of substorm activity [Davis
and Sugiura, 1966]. The AE index shows a first peak after
20:00 UT on 5 August and a second one during the main
phase of the storm, indicating substorm injections occurred
during this magnetic storm.

[32] Both TWINS spacecraft observed the magnetosphere
during this storm interval. We extracted data from five dis-
tinct times throughout the event to correspond to quiet, main,
and recovery phases of the storm. The time stamps are
denoted by vertical dashed lines in Figures 3a—3f. From left
to right, the first time stamp corresponds to quiet time, fol-
lowed by 3 times during the storm main phase, and 1 during
the recovery phase. For the first 2 times, TWINS 1 was prob-
ing the magnetosphere, while at the last 3 selected times, the
ENA observations were made by TWINS 2.

[33] Figure 4a shows the mass-separated 16 keV H ENA
fluxes at the aforementioned times. The images are created
from 1 h acquisition time for each data image. Earth and the
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Figure 5. (top row) The simulation results showing the configurations (magnetic field) and the content
(fraction of hydrogen number density) of the magnetosphere in the y = 0 plane. (bottom row) The con-
figurations (convection patterns) and the content (fraction of hydrogen) of the magnetosphere in the z=0
plane. The color changes from 100% H (red) to 100% O (blue).

dipole field lines at L = 4 and L = 8 are drawn at four mag-
netic local times: noon (red line), dusk (magenta line), and
midnight and dawn (black lines). We note that the highest
emissions are seen during the early main phase while the H
flux decrease in the first part of the recovery phase, as more
hydrogen ions are injected into the inner magnetosphere in
the main phase and are lost during the recovery.

[34] Figure 4c presents snapshots of the 16 keV oxygen
ENA fluxes during the same times as previously described.
The strongest oxygen emissions are observed during the
early main phase on 5 August 2011 at 22:00 UT. This is a
time when the AF index (Figure 3d, green line) is increas-
ing, signaling the onset of a substorm. It has been shown
that the abundance ratio of hydrogen to oxygen decreases
with time during a substorm, with the magnetospheric com-
position shifting from predominantly H" to predominantly
O" [Gazey et al., 1996]. Moreover, even though the total
ENA emissions become weaker during the recovery phase,
the presence of oxygen is more noticeable than in the
prestorm time.

[35] Simulated hydrogen (oxygen) ENA fluxes at the
locations of the TWINS spacecraft are shown in Figure 4b
(Figure 4d). These ENA images were constructed from the
simulated ring current differential ion fluxes by performing
line-of-sight integration of the ENA flux from the TWINS
position to the boundary of the simulation domain:

JENA = / JionOcennd! 2
where jio, corresponds to the H" or O" ion differential flux
from the inner magnetosphere model, ocg represents the
charge exchange cross section of H or O ion with geo-
coronal neutral H [Lindsay and Stebbings, 2005], and ny is
the geocoronal neutral hydrogen density derived from the
Rairden et al. [1986] geocoronal model. This model assumes
a spherically symmetric neutral hydrogen density distribu-
tion, yet it has been previously shown that the asymmetries
in the geocoronal density distribution play an important role
in producing an accurate representation of the storm time

ring current [[lie et al., 2012]. However, for the purpose of
this study and for consistency with RCM we use the Rairden
et al. [1986] geocoronal density model.

[36] Figures 3e and 3f show the evolutionary tracks of the
maximum 16 keV H (O) flux during this event, as seen by
TWINS spacecrafts (black line) and extracted from the sim-
ulation (red line). This quantity provides a global qualitative
overview of the maximum ENA production in the ring cur-
rent. We use here the maximum value of the ENA flux as a
proxy for the time when the charge exchange losses are the
highest. Both the model and the observations show the high-
est hydrogen and oxygen emissions during the main phase of
the storm, right after the substorm occurrence (5 April 2011
at 22:00 UT). During the initial phase of the storm (5 August
2011 at 20:00 UT) the hydrogen emissions are the strongest
in the morning/postmidnight sector and extend past 8 Rg. As
the storm progresses, the location of the brightest hydrogen
ENA emission moves toward the dayside.

[37] The postmidnight enhancements are due to skewed
electric fields that strongly influence the low energy ENA
[C:son Brandt et al., 2002]. The high-energy particles expe-
rience stronger gradient curvature drifts and are less affected
by this electric fields leading to a peak in the ring cur-
rent pressure in the premidnight sector. Our findings are
consistent with those of Buzulukova et al. [2010].

[38] The modeled oxygen emissions are also strongest
during the middle main phase and can be seen on the entire
nightside. As the storm progresses, the location of the bright-
est ENA oxygen emission move in local time from nightside
toward the dusk. O emission becomes weaker during the
early recovery phase only to increase again toward the late
recovery. This bright emission is observed by the TWINS
spacecraft. There are few discrepancies between the model
and the observations. Pitch angle isotropy is one limitation of
the inner magnetosphere model. However, the TWINS view-
ing perspective is considerably dependent on the pitch angle
distribution [Zheng et al., 2008]. Moreover, TWINS obser-
vations [Goldstein et al., 2012] reveal a global dawn-dusk
asymmetry favoring pitch angle anisotropy on the duskside.
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Figure 6. Data-model comparison for the 6 August 2011, showing (top row) the Cluster 4 position in
the Y, Z =0 planes, followed the magnetic field components as measured by the satellite (black lines) and
predicted by the model (red lines). The green diamond, star, and triangle are used to show the satellite
position and progression during the time interval presented here.

Therefore, the pitch angle anisotropy can possibly account
for the differences in the modeled versus the observed
ENA fluxes.

[39] Figure 5 (top row) shows the modeled magnetic field
(black lines) and the content of the magnetosphere in terms
of the fraction of hydrogen number density (color con-
tours) in the noon-midnight meridional plane while Figure 5
(bottom row) shows the convection patterns (black lines)
and the magnetospheric content in the z = 0 plane. The
snapshots are extracted at the same time as the ENA observa-
tions in Figure 4, starting during quiet time and progressing
throughout the storm. A black disk with radius of 2.5 Rg
denotes the inner boundary for this simulation.

[40] Figure 5 reveals a very dynamic magnetosphere with
rapid changes in composition. Plasma of solar wind ori-
gin (hydrogen only) dominates the magnetosphere during
the prestorm period. However, as the storm progresses,

ionospheric outflow of oxygen starts to fill up the inner
and outer magnetosphere and becomes the major constituent
of the plasma sheet population during the disturbed time.
Mixing of the solar wind plasma is observed along the mag-
netopause but solar wind plasma does not penetrate deeply
into the magnetosphere. Moreover, oxygen plasmoids are
transported down the tail, thus distributing oxygen of iono-
spheric origin far down the tail. These results suggest that
oxygen transport down the tail is the primary loss pathway
of oxygen from the Earth’s magnetosphere system . How-
ever, this feature is only seen in the details of the simulation
as the data is limited to x < 12 Ry. Moreover, the TWINS
observations mentioned here are not intended to validate the
model, but rather, we make use of the SWMF to corrobo-
rate and validate the methodology for extracting the oxygen
information from the measurements of ENA fluxes by the
TWINS imagers.
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5. Model Validation

[41] During the last day of the event, the Cluster 4 satel-
lite passed through the nightside magnetosphere. As a way
to validate the magnetic field model results we compare with
the in situ magnetic field observations from the Cluster 4
spacecraft. The satellite position is shown in Figure 6 (top
row) and magnetic field components are presented in the
following three rows. The black lines represent in situ mea-
surements from the Cluster 4 spacecraft while the red lines
show the simulated values for the same quantities. The com-
parison between the observations and the simulation results
suggests that the magnetic field is predicted very well by the
model throughout this time period, with the best agreement
happening during the time the satellite is on the nightside
of the magnetosphere. Similarly, Figure 7 presents mag-
netic field measurements from the Geotail satellite and the
corresponding numerical solution for the same parameters,

extracted from the model output at the satellite location. The
agreement between the data and the model is best for B,
and B.. One of the possible factors responsible for the dis-
agreement between the modeled and observed quantities is
that Geotail is farther from the Earth during this time, and
in this region, the resolution in the computational domain
is coarser. Other magnetospheric observations during this
storm were limited. Only Geotail and Cluster measurements
were available.

6. Conclusions

[42] New composition information from the TWINS
spacecraft together with the state-of-the-art multifluid ver-
sion of BATS-R-US coupled to an ionospheric outflow
model were employed to investigate the magnetospheric
composition during the storm of 5 August 2011. This event
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was one of the largest that has occurred since the TWINS
mission was launched.

[43] Oxygen observations from the TWINS spacecraft
show intensifications of the oxygen ENA emission and
thus increased transport of ionospheric oxygen into the ring
current that occurs during the main phase of the storm.
Moreover, there is evidence that the peak in oxygen ENA
emissions is correlated with the substorm injections that
occurred during this time. The highest hydrogen ENA fluxes
are seen during the early main phase and decrease in the
first part of the recovery phase, as more hydrogen ions make
their way into the inner magnetosphere in the main phase of
the storm.

[44] Simulations with the Space Weather Modeling
Framework also show the increased presence of oxygen in
the magnetosphere. The model suggests that the peak in both
the hydrogen and oxygen emissions occurs immediately fol-
lowing the first substorm intensification, as suggested by
the peak in the AE index. The strongest hydrogen emissions
are seen in the morning/postmidnight sector and extend
past 8 Rg. As the storm progresses, the peak in the hydro-
gen ENA fluxes moves toward the dayside and the spatial
extent is decreasing. The modeled oxygen emissions are also
strongest on the nightside and mostly during the middle main
phase but move in local time, from nightside toward dusk
and become weaker during the early recovery phase.

[45] The model also shows a very dynamic magneto-
sphere that allows for rapid changes in its composition.
Moreover, plasmoids of oxygen are being transported down
the tail throughout the magnetic storm and represents a
predominant pathway for loss of oxygen from the Earth-
magnetosphere system. Comparison of magnetic field mea-
surements from Cluster 4 and Geotail satellites to the
predicted values from the SWMF shows good agreement
between the two for this storm interval suggesting the
physics represented in the model reasonably represents that
of the physical system.
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